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Introduction 

• Input: 
– Unstructured video sequences  

• Output: 
– Depth map  

• Monocular observation 

– Ego-motion 
• Camera motion relative to a rigid scene  
• 6 DoF  

 
• Training: 

– Unsupervised 
 

• Results: 
– Monocular depth – comparably with supervised methods 
– Pose estimation – favorably comparable to established SLAM systems under 

comparable input settings  
 



Motivation 

• Simulate human performances of inferring ego-motion and 
the 3D structure of a scene even over short timescales 

 

• Why do humans excel at this task? 

– Development of rich, structural understanding of the world 
through our past visual experience 

– Learn regularities of the world  

 



• Train a model that observes 
sequences of images and 
aims to explain its 
observations by predicting 
likely camera motion and 
the scene structure  

 

• Meta-task – view synthesis 
=> Learn intermediate tasks 

(depth and camera pose 
estimation) 



Assumptions 

• Ideal situation  
– The scene is static, without moving objects 

• Changes are dominated by camera motion 

 

– There is no occlusion/disocclusion between source and target views 

 

– The surface is Lambertian so that no photo-consistency error is 
meaningful  

 

• Handle model limitations 
– Explainability prediction network 



Approach 

• Jointly train: 
– Single-view depth CNN 
– Camera pose estimation CNN 

 

• Supervision signal:  view synthesis 
 
 

• Explainability prediction network 
– jointly and simultaneously with depth and pose 

networks 

 
 



View synthesis as supervision 

• Previous approaches 

– Single view depth estimation 
• “Unsupervised CNN for single view depth estimation: Geometry to the rescue” – 

ECCV 2016 

   R. Garg, V.K. BG, G Carneiro and I. Reid 

• “Unsupervised monocular depth estimation with left-right consistency” – CVPR 
2017 

   C Godard, O. Mac Aodha and G.J. Brostow 

– Multi-view stereo 
• “DeepStereo: Learning to Predict New Views from the World’s Imagery” – CVPR 

2016 

   J. Flynn, I. Neulander, J. Philbin and N. Sanvely 

• Previous work requires posed image sets during training  

 



 

 

 

 

 

 

 

 

  
  

 
   

  
  

   
   
 
  

  



  
   

   
    



Explainability prediction network 

 

 
• Network’s belief in where direct view synthesis will be 

successfully modeled for each target pixel 

 

 

 

• Avoid trivial solution 

 

    



Overcoming gradient locality 

 

 

 
• Explicit multi-scale and smoothness loss – gradients 

derived from larger spatial regions 

 

 

  



Multi-scale side predictions 
 
ReLU activations 
except for prediction layer  

   

“A large dataset to train convolutional networks for disparity, optical flow and scene flow estimation” – CVPR’16       
(N. Mayer et.al.) 



ReLU activations except for prediction layer 
 
6*(N-1) outputs  



Multi-scale side predictions 
 
ReLU activations except for prediction layer 
 
2*(N-1) outputs   (softmax normalization =>       ) 



Training details 

• TensorFlow  
 

• Depth 
– Cityscapes 
– Cityscapes + KITTI  
– Make3D 

• Pose 
– KITTI 

 
• Single-view depth estimation 

– 3 frames 

• Pose estimation 
– 5 frames  



















Conclusions 

• Major challenges (not addressed): 
– Estimate scene dynamics and occlusions 

– Generalize for unknown camera types/calibrations 

– Learn full 3D volumetric representations 

 

• Assumptions: 
– Pose network – uses image correspondences 

– Depth network – recognizes common structural features 

 

• Extend to object detection and semantic segmentation 


