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The task of segmenting moving objects in unconstrained videos 



 

• Input  

– Video frames & estimated optical flow 

• Output 

– Binary segmentations of moving objects 

• Moving objects =  move in at least one frame 

 

 



 

• Two-stream neural network  

 

1) encode spatial and temporal features  

2) capture the evolution of objects over time 



Contributions 

 

• The solution does not require manually 
annotated frames in the input video  

• The network incorporates a memory unit to 
capture evolution of objects 

• Exploit CNN representations instead of hand-
crafted features  

• Learn features vs propagation of initial guess 





Appearance network 

• DeepLab-LargeFOV* 

– Atrous convolution in VGG-16 ‘fc6’ layer 

• Relatively high spatial resolution of features 

• Context information  

 

• Pretrained on PASCAL VOC 2012 for semantic 
segmentation 

– Distinguish objects from background as well as 
from each other 

“Semantic image segmentation with deep convolutional nets and fully connected CRFs”- 
ICLR 2015 

L.C. Chen, G. Papandreou, I. Kokkinos, K. Murphy, A.L. Yuille 



Appearance network 

• w’’ x h’’ x 1024 

 

• Two 1x1 convolutional layers 

– Trained along with ConvGRU 

 

• w’ x h’ x 128 

– w’ = w/8, h’ = h/8 



Motion network 

• MPNet* 

 

• Pretrained on FlyingThings3D dataset 
– Synthetic dataset 

 

• w/4 x h/4 x 1  motion prediction output 
– Likelihood of the corresponding pixel being in 

motion 

– Downsampled => w/8 x h/8 x 1 

 “Learning Motion Patterns in Videos”- CVPR 2017 
 Pavel Tokmakov, Karteek Alahari, Cordelia Schmid 



Motion network 



MPNet 

Limitations: 
• Frame based approach 
• Overlooks appearance features 
• Fails if the object stops moving (no motion cues) 

 
Solutions: 
• Heuristic post-processing step with object cues 
• Combine with other video segmentation methods 
• CRF 

 

 



Memory module 

• Based on convolutional gated units – ConvGRU 

 

• Goal: 
– Refine estimates of appearance and motion networks 

– Memorize the appearance and location of objects 

 

• Helps in frames where: 
– Objects are static  

– Motion prediction fails 



Memory module 



Memory module 

 

 

• Visual memory representation of a pixel is determined not 
only by the input and the previous state at that pixel, but also 
by its local neighborhood. 

 

 



Memory module 

• Bidirectional processing 

– Handle cases where objects move in the latter frames 

– Improves the ability to correct motion prediction errors 

 

 





Training 

• Only ConvGRU  

 

• DAVIS dataset  

– 30 videos 

 

• Augmentation 

– Simulate stop-and-go scenarios 



Ablation study 



Comparison to MPNet 



Comparison to MPNet 



Results - DAVIS 



Results - DAVIS 



Results - DAVIS 



Results - FBMS 



Results  -  SegTrack 


